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ABSTRACT 
Mining valuable information from database could be 
very challenging especially for crucial 
decision-making. This is because mining association 
rule may require repetitious scanning of large 
databases that leads to the use of high memory usage 
and affects the running time. Few methods and 
algorithms were introduced by researchers to handle 
the issues in data mining. Rare Equivalence Class 
Transformation (R-Eclat) algorithm is one of the rule 
mining techniques using vertical format data 
repositories for infrequent pattern mining. The main 
operation in R-Eclat is intersecting tidset. Since the size 
of tidsets would affect the memory usage and its running 
time, more memory and time required for a bigger 
tidsets. Adopting to R-Eclat algorithm, a new 
incremental approach is introduced called Incremental 
Rare Equivalence Class Transformation (IR-Eclat). 
IR-Eclat specifically design for infrequent pattern 
mining and it is beneficial for dynamic database as the 
data is increasing in volume from time to time. In 
conjunction with big data explosion, the end users are at 
an advantage for the use of this incremental approach.  
 
Keywords : data mining, infrequent itemset mining, 
R-Eclat algorithm, incremental R-Eclat.  
 

I. INTRODUCTION 
Data mining is a process of extracting hidden pattern 

from a large dataset to generate valuable information for 
decision-making purpose. There are various techniques 
used in data mining such as artificial intelligence (AI), 
statistical, and machine learning while the most 
common techniques that have been use recently 
including prediction, classification, decision tree, 
sequential patterns, clustering, and association rule [1]. 
Data mining is an integrative research field among 
database system, information system, intelligent system, 
and industries. Hence, the implementation of data 
mining would contribute many benefits in various field 
such as medical, e-commerce, and education. 
Association rule is one of the most well-known 
technique in data mining and it helps in learning 

behavior, predicting events and making decisions from 
an abundance of data [2]. The problem of mining 
association rules was introduce in [3]. Given a set of 
transactions, where each transaction is a set of items, an 
association rule is an expression of X ⇒ Y, where X and 
Y are sets of item. The rule indicates transactions in the 
database contain items in X that is also contain the items 
in Y. For example, 95% of customers who buy cereal 
also buy milk. That 95% is called the confidence of the 
rule while X ⇒ Y is the percentage of transactions that 
contain both X and Y is addressed as support. In this 
case, the challenge is to find all rules that satisfy a 
user-specified minimum support and minimum 
confidence [4]. Applications for association rule mining 
range from decision support to telecommunications 
alarm diagnosis and prediction [5]. This paper will 
discuss about the R-Eclat algorithm and introducing a 
new Incremental R-Eclat algorithm. 
 

II. RELATED WORK 
A. Infrequent Itemset Mining 
Mining rare pattern from a database is not as popular as 
frequent ones. However, there are some areas where the 
rare pattern mining was found to be more important 
compared to frequent pattern mining [6]. Pattern mining 
concept was invented by [6] for frequent pattern mining. 
A set of items is defined as K = {   …,  }. The itemset K 
is frequent if and only if its frequency of occurrence in 
the database is equal to or greater than the user-defined 
minimum support threshold. In contrast to infrequent 
pattern mining, the frequency of occurrence in the 
database must be equal to or less than the user-defined 
minimum support threshold. Mining rare pattern using 
traditional frequent pattern mining method is ineffective 
if the user-defined threshold is set very low [6].  

In recent years, there has been an increasing interest 
for mining infrequent pattern especially in medical and 
networking field. In network security line, the 
unfamiliar occurrences might indicate some network 
failure or security invasion [6]. As for medical field, the 
use of infrequent pattern mining might contribute in 
finding the medication of rare disease cases. The aim of 
infrequent pattern mining is to mine patterns which are 
not frequent that is the support value less than the 
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threshold. However, the process of extracting rare 
patterns from the database is quite challenging. Based 
on recent studies, few methods have been implement for 
infrequent pattern mining which is Apriori [3], 
FP-Growth [6] [7], and the latest method is R-Eclat [8].  
Each method use different approach and data structures 
though their resulting sets of rules are all the same. Fig. 
1 shows the chronology of Data Mining. 

 
Figure 1. Chronology of Data Mining [8] 

 
B. R-Eclat 
Equivalent Class Transformation (Eclat) has been 
proposed by [9]. Eclat was the first algorithm using a 
vertical layout of the database combined with a 
depth-first traversal of the search space that is organized 
in a prefix-tree [9]. Eclat algorithm consist of four 
variants; tidset, diffset, sort-diffset, and post-diffset [8]. 
However, these variants is limited for mining frequent 
itemsets. By referring to Eclat algorithm, R-Eclat is 
proposed and the original algorithm has been modified 
to satisfy the infrequent pattern mining [8]. This 
algorithm utilizes column-based (vertical) instead of 
row-based (horizontal) to represent the dataset. It counts 
the support through determining support of any 
m-itemsets on the intersecting tidset lists of its m-1 
subsets. Transaction id (tids) for each item is generated 
in the first scanning of database. In the beginning, the 
items are generated by single item (m=1), it is then 
increment by 1 generating (m+1)-itemsets. The 
(m+1)-itemset is generated from the former m-itemset 
with a depth-first calculation order. This process is done 
by intersecting tids of the m-itemsets to compute the 
tidsets of the corresponding (m+1)-itemsets. It is 
continuously calculated until there is no infrequent 
pattern appear.  

The support for each itemset are count by undergo all 
transactions in the transaction database while it is 
inspecting if the transaction contains the related 
itemsets. R-Eclat is the implementation of intersection 
tidset, so the bigger the size of tidsets, the higher the 

time consumed and memory usage of R-Eclat to 
complete the process. R-Eclat approach consist of two 
pre-processing stages. At first, all the algorithms in 
association rule mining related vertical mining is 
checked to determine the suitable algorithm for itemset 
mining and the last part of pre-processing, an algorithm 
modification process has occurred. All four variants of 
Eclat algorithms are transformed to assure it is 
compatible for mining infrequent pattern. Fig. 2 shows 
the conceptual model of R-Eclat. 

 
Figure 2. Conceptual Model of R-Eclat [10] 

 
Since R-Eclat is designed based on previous Eclat 

algorithm that consist of four variants, it is also comes 
with four varieties; R-tidset, R-diffset, R-sortdiffset, and 
R-postdiffset. The advantage of R-Tidset is the size of 
tidsets represents the support and R-Tidset perform 
vertical intersection of tidlist. In R-Diffset, it only keeps 
track of differences in tidsets, thus make the intersection 
faster and less memory usage. In R-Sortdiffset, it is a 
combination of R-Tidset and R-Diffset, then tidset is 
sorted in ascending order while diffset is sorted in 
descending order. There is no need for switching 
condition, hence reduce its running time and memory 
usage. Last variant R-Postdiffset is the combination of 
R-Tidset and R-Diffset, which offer a better performance 
among the others. In this paper, authors will focus on 
R-tidset variant only. This would make it easier to 
understand the basic concept of R-Eclat as the algorithm 
is more straightforward compared to the other variants. 
However, the main drawback of R-Tidset is difficult in 
pruning technique as the longer the tidset, the more time 
and memory is needed. Fig. 3 illustrated the chronology 
of infrequent pattern mining. 
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Figure 3. Chronology of Infrequent Pattern Mining 

Pseudocode for r-tidset algorithms is presented in Fig. 4. 
The minimum support threshold value is considered as a 
benchmark to discover a low occurrence in each dataset. 
In [11], (1) used to calculate the minimum support, 
which is determined in terms of percentage. 

 * α           (1) 

 
where: δ = User-specified minimum support value  
     α = Total of records in datasets 
 

 
Figure 4. Pseudocode for R-Eclat (r-tidset) [8] 

 
The R-Eclat algorithm is slightly different from 

previous Eclat algorithm. The main contrast between 
these two algorithms is the support counting that is less 
than or equal to minimum support threshold value. 
Another dissimilarity is the results are written in a text 
file, so that the process is ready for the next row of 
transaction data. The purpose is to reduce memory 
usage. Other processes remain unchanged from Eclat 
algorithm except for two key respects that has been 
mention earlier. In each loop, begin with the first loop, if 
the support is less than or equal (<=) to min_supp, then 
obtain the result of the intersection between column 

and +1 column and save the database. Transaction 
records transformed from horizontal into the vertical 
layout illustrated in Fig. 5. Based on Figure 5, the 
construction of association rules in r-tidset is illustrated 
in Fig. 6. Given minimum support is three (3). 

 

 
Figure 5. Transformation of the D Database from Horizontal 

into Vertical [8] 

 
Figure 6. Construction of D Database in R-tidset Variant [8] 

 
III. PROPOSE INCREMENTAL R-ECLAT 

MODEL 
In frequent pattern mining, several algorithms have 
been implemented specifically for the incremental 
updating. The former incremental updating strategy was 
called Fast Update (FUP) [12] and it is intended to deal 
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with new additional transaction data [13]. Another 
proposals introduced are ZIGZAG [14], FIIU [15], 
DFIIU [15], CATS Tree [16], CanTree [17], INUP-Tree 
[18] and the list goes on. However, there are less 
contribution for infrequent pattern mining on 
incremental updating.  

R-Eclat could be benefit in mining infrequent pattern. 
This algorithm can be improved by introducing 
incremental approach that is called Incremental R-Eclat 
(IR-Eclat). Incremental R-Eclat aimed to minimize the 
memory and spaces requirement [19,23]. The 
incremental mining is used in either itemsets or records 
of transaction. Incremental itemsets means the new 
items are added into the existing itemsets in database 
while incremental in record of transaction means new 
transaction is added into the transaction database. Fig. 7 
shows the Conceptual Model of IR-Eclat and 
pseudocode of the proposed method IR-Eclat is shown in 
Fig. 8. 

 Figure 7. Conceptual Model of IR-Eclat 
 

 
Figure 8. Incremental R-Eclat Pseudocode 

 
The beginning steps for IR-Eclat is still same with 
R-Eclat algorithm. Then, process the dataset by batch. 
For example, there are 10000 records in a dataset, note 
that the increment value of records to be processed is 
2000 records per transaction. So the first 2000 records is 
process in first transaction, followed by the next 2000 
records until all records in the dataset is processed. For 
each loop, begin with the first loop, if the support is less 
than or equal (<=) to min_supp, then get the result of 

intersection between  column and +1 column and 
save results to database. Next transaction data will be 
added and current or last transaction data is flushed 
before the next transaction data takes place  

IV. CONCLUSION 
Mining rare pattern remains as one of important parts in 
data mining. It has received great attention among 
researchers in developing most efficient method for 
mining infrequent pattern. In this paper, we have 
discuss about the R-Eclat and a new Incremental R-Eclat 
algorithm is proposed to enhance the current R-Eclat 
algorithm. As mentioned before, the incremental 
approach is beneficial for dynamic database with subject 
to new record of transactions or new items being added 
to the database. It is shown that main operation of eclat 
is intersection between tidset, so the size of tidset will 
affect its running time and memory usage. The bigger 
the tidset, the bigger the memory usage and the longer 
the execution time. In IR-Eclat, since the dataset is 
process by batch, it is believe that the execution time will 
be decrease as memory requirement to process each 
transaction is more considerable compared to previous 
r-eclat which records are processed all at one time.  
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