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Abstract. Data mining and data analytic are the key components in the field of data science and 

applied research. Specifically, generating a rule or pattern in mining still suffer in the issue of 
high consumption of memory storage. Recent research is focusing on interestingness measure to 

define a significant threshold value that refers to minimum support or confidence level of certain 
items. Whereas the incremental or parallel approach to reduce memory consumption are some 
of the initiatives from active researchers. The research purpose is to develop a performance 

enhancement in Incremental Eclat (iEclat) model by embedding CRS measure in mining of 
infrequent itemset. The CRS measure acts as an interestingness measure (filter) in iEclat model 
that comprises of i-Eclat-diffset algorithm, i-Eclat-sortdiffset algorithm and i-Eclat-postdiffset 

algorithm for infrequent (rare) itemset mining. The idea of association rule mining is to discover 
relationships among sets of items (itemsets) in a transactional database. The task of association 

rule mining is to discover if there exist the frequent itemset or infrequent patterns in the database 
and if any, an interesting relationship between these frequent or infrequent itemsets can reveal a 
new pattern analysis for the future decision making. Regardless of frequent or infrequent 

itemsets, the persisting issues a re deemed to execution time to display the rules and the highest 
memory consumption during mining process. CRS-iEclat engine is proposed to overcome the 
said issues. Prior to experimentation, results indicate that CRS-iEclat outperforms iEclat from 

54% to 100% accuracy on execution time (ET) in selected database as to show the improve of 

ET efficiency. 
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1. Introduction 

The main objectives of association rules mining (ARM) are to find the correlations, associations or 

casual structures among sets of items in the data repository. In other words, it allows non discovery of 
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implicative and interesting tendencies in databases. Frequent itemset and infrequent itemset mining are 
critical fields in association rule mining. The fields are widely used across a variety of domains such as 

market basket analysis, remedial, biology, banking or retail services [1], [2]. Frequent or infrequent 

itemsets may contribute to big data generation. Undoubtedly, the critical issues regarding memory space 

consumption and data storage capacity will significantly be affect prior to frequent or infrequent 

generation of itemsets [3], [4], [5]. The objective of frequent itemset is to find frequent grouping of 
items in database containing series of item transactions while the objective of infrequent itemset is 

contradict to frequent.  All itemsets which has value that is greater than minimum support is called 

frequent itemsets. Infrequent itemset finds hidden association and correlation among rare itemsets. The 

rare consolidation of these itemsets may be interesting and gain more profit making. Rare cases have 

special concern since they represent significant difficulties for data mining algorithms. All itemsets 
which has the value that is lesser than minimum support is called infrequent itemsets. The idea of mining 

association rule originates from the analysis of market basket data [6]. Example of a simple rule is A 

customer who buys bread and butter will also tend to buy milk with probability s% and c%. The 

applicability of such rule to business problems makes the association rule to become a popular mining 

method.  

 
The standard ARM searching mechanism are considered either horizontal database format [2], [7] or 

vertical database format. Horizontal format suffers in persistent issues of storage and memory, thus 

contemporary efforts to utilize on the vertical association rules mining algorithms can be seen in [8], 

[9], [10], [11]. The three basic models in frequent/infrequent itemset mining are Apriori [6], [11] that 

lies on horizontal format whereas Eclat [8] and FP-Growth [7] are based upon vertical format. 
 

The research followers via depth first search (vertical data format) are [3], [4], [5], [6], [12], [14], [15], 

[16]. Among those efforts, Equivalent Class Transformation (Eclat) algorithm is known for its ‘fast’ 

intersection of its tidlist and the total tidlist respresents the support (frequency of itemset occurences) of 

itemset [8], [12]. The filtering (threshold) value of either minimum or maximum support (min_supp or 
max_supp) is depending upon user-specified. As one of association rule mining base models, Eclat 

algorithm has attracted few research followers such as in [9], [11], [17-18].  

 

In response to its simple and quick method in finding the threshold value as the interestingness measure 

in mining, we have done an improvement in original Eclat where we have proposed Incremental Eclat 

(iEclat) model in our previous work [19]. To continue, this research presents a deployment of Critical 
Relative Support (CRS) as the interestingness measure or filtering or pruning method in our Incremental 

Eclat (iEclat) model. Our proposed solution, CRS-iEclat algorithm is used in selected dense dataset to 

improve the performance of execution time. 

 

2. Eclat Design 

2.1. Eclat main steps 

There are two main steps in Eclat: candidate generation and pruning. In candidate generation, each k-

itemset candidate is generated from two frequent (k-1)-itemset and its support is counted, if its support 

is lower than the threshold, then it will be discarded, otherwise it is frequent itemsets and used to 

generate (k+1)-itemset. Since Eclat uses the vertical layout, counting support is trivial. Depth-first 
searching strategy is done where it starts with frequent items in the item base and then 2-itemset from 

1-itemset, 3-itemset from 2-itemset and so on. The 4 algorithms underlying in i-Eclat model are tidset 

[1], diffset [9], sortdiffset [11] and postdiffset [19]. 

 

 
 



 
 
 
 
 
 

2.2. Original Eclat (tidset) 
A k-itemset is generated by taking union of two (k-1)-itemset which have (k-2) items in common, the 

two (k-1)-itemsets are called parent itemsets of the k-itemset. Fox example, {}, {ab} and {ac} are parent 

of {abc}. To avoid generating duplicate itemsets, (k-1)-itemset are sorted in some order. To generate all 

possible k-itemsets from a set of (k-1)-itemset sharing (k-2)-itemset union operation is conducted of a 

(k-1)-itemset with the itemsets that stand behind it in the sorted order, and this process takes place for 
all (k-1)-itemsets except the last one. For example, from a set of {a,b,c,d,e} which share 0 item, then 

this could be sorted into alphabet order. To generate all 2-itemsets, the union of {a} with {b,c,d,e} will 

result into 2-itemsets {ab,ac,ad,ae} then for the union of {b} with {c,d,e} will result in {bc,bd,be}, 

similarly for {c} and {d}. Finally, all possible 2-itemsets {ab,ac,ad,ae,bc,bd,be,cd,ce,de} is generated 

to get all possible 3-itemsets until the rest of the number of possible itemsets. 
 

Original Eclat (we named as tidset) starts with prefix {} and the search tree is actually the initial search 

tree. The prefix {a} generate the corresponding equivalence class and does frequent itemset mining in 

the sub tree of all itemsets containing {a}, in this sub tree it divides further into two sub trees by picking 

the prefix  {ab}: the first sub tree consists of all itemset containing {ab}, the other consists of all itemsets 

containing {a} but not {b}, and this process is recursive until all itemsets in the initial search tree are 
visited. The search tree of an item base {a,b,c,d,e} is represented by the tree as shown in Figure 1. 

 

 

Figure 1. Example of candidate generation with {a,b,c,d,e}  

 

2.3. dEclat (diffset) 

dEclat (different set or diffset) as referred in [9] is the difference between two tidsets (tid of itemsets 

and its prefix). Through diffset, the cardinality of sets representing itemsets is reduced rigorously and 

that contributes in faster intersection and less memory usage. Consider an equivalence class with prefix 

P contains the itemsets X and Y [7]. Let t(X) denotes the tidset of X and d(X) denotes the diffset of X. 
In tidset, t(PX) and t(PY) available in the equivalence class and to obtain t(PXY) we check the 

cardinality of t(PX)∩t(PY) = t(PXY). In diffset format, we only have d(PX) instead of t(PX) and d(PX) 

= t(P) – t(X), , the set of tids in t(P) but not in t(X). Similarly, we have d(PY) = t(P) – t(Y). Thus, support 

of PX is not the size of its diffset. Refer to the illustration in Figure 2. 
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Figure 2. Diffset between itemset 𝑎 and 𝑏 

 

2.4. Sortdiffset Algorithm 
Sortdiffset [11] purposely to enhance dEclat during switching condition. When switching process takes 

place, there exist tidsets which do not satisfy the switching condition, thus these tidsets remain as tidsets 

instead of diffset format. The situation results in both tidsets and diffsets format of itemsets in particular 

equivalence class and the next intersection process will involve both formats. Conceptually, by given 

equivalence class with prefix P consisting of itemsets Xi in some order, intersection of PXi with all PXj 

with j>i is to be performed in order to obtain a new equivalence class with prefix PXi and frequent 
itemsets XiXj. PXi and PXj could be in either tidset or diffset format. If PXi is in diffset format and PXj 

is in tidset format, d(PXi)∩t(PXj) = d(PXjXi) which belongs to the equivalence class of prefix PXj , not 

PXi as expected. In other words, in order to do intersection between itemsets in diffset format and 

itemsets in tidset format to produce new equivalence classes properly, itemsets in tidset format must 

stand before itemsets in diffset format in the order of their equivalence class. That can be achieved by 
swapping (sorting) itemsets in diffset and tidset format, a process which has the complexity O(n) where 

n is the number of itemsets of the equivalence class.  

 

2.5. Postdiffset Algorithm 

Postdiffset [19,26] is designed prior to suggestion that is made in [11] to use tidset format at starting for 
sparse database and later switch to diffset format when switching condition is met. In postdiffset 

algorithm, the first level of looping is based on tidsets process, follows by the second level onwards of 

looping are getting the result of diffset (difference intersection set) between ith column and i+1th column 

and save to db. For the first level looping, Xi ∩ Xj is performed while in second level looping, only 

candidates itemsets that differ in Xi will be counted from the process of Xi – Xj. Referring to Fig. 3, the 

min_support threshold value is determined in terms of percentage where the user-specified min_support 
value will be divided by 100 and multiply with total rows (records) of each dataset. Then in each loop, 

starting with the first loop, if the support is greater than or equal (>=) to min_support, then, in postdiffset, 

the first level of looping is based on tidsets process, follows by the second level onwards of looping are 

getting the result of diffset (difference intersection set) between ith column and i+1th column and save 

to database.  

From Eclat model, we have proposed the incremental approach of Eclat where we named as iEclat [20]. 

We embed the Critical Relative Support [21] as the filtering threshold instead of minimum support 

(min_supp).  CRS is a measurement to mine the critical least association rules. The range of CRS is 

between 0 and 1. The value that is mostly reached 1 is considered to be the most significant and critical 

rule. CRS value plays around between 2 threshold value (i.e. lowest support, α and highest support, β). 
Detail explanation of CRS is given in Definition 5. 

 

 

 



 
 
 
 
 
 

3. iEclat Model 

3.1. Incremental Eclat (iEclat) 

To improve performance and accuracy of itemset mining, recent researches are focus towards parallel 

and incremental mining approach [22-25]. Incremental mining in a dynamic database is established with 

regards to the itemsets or records of transaction. Incremental in itemsets means an additional new item 

being added or deleted to the existing itemsets in database whereas incremental in records of transaction 
means the additional transactions to the existing database transaction. The basic definitions of 

incremental mining concept are as follows: 

 

Definition 1. (Incremental Database): Given a sequence of transaction, T each of which is called itemset. 

For a database D and a sequence α, 1the support of   in D is denoted by supportD(α) is the frequency of 
items in D. Suppose that new data, δ is to be added to database D. Then D is said to be original database 

and δ is the incremental database. The updated database is denoted by D + δ 

 

Definition 2. (Incremental Records and Itemsets Discovery Problem): Given an original database D and 

a new increment to the D which is δ, find all frequent itemsets in database (D + δ) with minimum 

possible recomputation and I/O overheads. For each, denotes the collection of frequent itemsets of length   
in the updated database (D + δ). 

 

3.2. Critical Relative Support in iEclat 

In this phase, an CRS-iEclat model is designed. First step is to design a base model in vertical approach 

of infrequent pattern models such as CRS in iEclat diffset, CRS in iEclat sortdiffset and CRS in iEclat 
postdiffset. The enhancement of iEclat algorithm is required to suit for infrequent pattern mining. The 

completion of these steps produces an enhancement model's prototype of CRS-iEclat-diffset, CRS-

iEclat-sortdiffset and CRS-iEclat-postdiffset format. 

 

The outcomes are first, the embedded CRS definition in i-Eclat algorithm, second is the completion of 
incremental algorithm in CRS-iEclat-diffset, CRS-iEclat-sortdiffset and CRS-iEclat-postdiffset. Third, 

the completion of all artefact’s compilation in the proposed hybrid algorithms.  

 

Definition 3. (Least Items). An itemset X is called least item if a<=sup(X)<=b, where a and b is the 

lowest and highest support, respectively. The set of least item will be denoted as Least Items and  

Least Items = {X € I | a<= sup(X) <= b} 
 

Definition 4. (Infrequent Items). An itemset X is called infrequent item if sup(X) <= b where b is the 

highest support. The set of infrequent item will be denoted as  

 

Infrequent items = {X € I | sup (X) <= b} 
 

Definition 5. (Critical Relative Support). A Critical Relative Support (CRS) is a formulation of 

maximizing relative frequency between itemset and their Jaccard similarity coefficient. The value of 

Critical Relative Support denoted as CRS and 

 

𝐶RS =  max[(sup(A)/sup(B)),((sup(A ⟶ B)/(sup(A)+ sup(B) − sup(A ⟶ B)))] 
  
CRS value is in a range of 0 and 1, and is determined by multiplying the highest value either supports 

of antecedent divide by consequence or in another way around with their Jaccard similarity coefficient. 

It is a measurement to show the level of CRS between combination of the both Least Items and 

Infrequent Items either as antecedent or consequence, respectively. 



 
 
 
 
 
 

The architecture of CRS-iEclat is diagrammed in Figure 3. From all infrequent items will be passed to 
the first pruning process, getaway G1. G1 is set with the CRS value. To set G1, total transaction records 

are scanned to be multiplied with the percentage of user-specified relative value of min_sup, max_sup 

and min_conf (minimum confidence) value. Once the value is obtained, only candidate of infrequent 

itemsets that passed the G1 value will be processed either through Eclat-tidset, Eclat-diffset, Eclat-

sortdiffset or Eclat-postdiffset algorithms in Eclat engine. Second pruning process, getaway 2A or G2A 
takes place. Getaway G2A plays an important role in each itemset prior to generating frequent 

association rules where, filtered infrequent itemset is written to text file. Candidate itemsets are directed 

to hard disk storage, so that the resource of memory storage is automatically reduced to enable the 

processing and executing of full datasets. 

 
 

 

 

 

 

 
 

 

 

 

 
Figure 3. CRS-iEclat Architecture 

 

4. Experimentation 

4.1. Setup 

In this phase, the proposed hybrid model is implemented by converting all algorithms, data structures 
and measures into PHP-MySQL programming in a relational database management system (RDBMS) 

platform. The outcome is the completion of the workable prototype to mine infrequent AR. 

 

4.2. Dataset 

The retrieval of benchmark datasets are from [15] in a *.dat file format. The two (2) category of datasets 

are dense (i.e. a dimension with a high probability that one or more data points is occupied in every 
combination of dimensions) and sparse (i.e. a dimension with a low percentage of available data 

positions filled). The selected dense datasets are chess and mushroom. The datasets descriptions are 

illustrated in Table 1. 

 

Table 1.  Database Source 

Dataset Description 

Chess 
lists the chess end game positions for king 

vs. King and rook 

Mushroom 

contains different attributes of 23 species 

of gilled mushrooms in the Agaricus and 
Lepiota family 

 

The category of datasets is dense (i.e. a dimension with a high probability that one or more data points 
is occupied in every combination of dimensions). The overall characteristics of benchmark datasets is 

tabulated in Table 2. 
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Table 2. Database Characteristics 
Database         #Size (Kb)  #Length (Attribute)  #Item  #Records (Transaction)  #Category 

Chess        334     37                     75     3196                    Dense 

Mushroom       557     23                       119     8124                    Dense 

5. Result and Discussion 
The snapshot screen of the login page of our CRS-iEclat tool is shown in Figure 4 whereas Figure 5 

depicts the selection of datasets and algorithms in CRS-iEclat engine. The execution of the process is 
illustrated through command prompt window as in Figure 6. 

 

 
Figure 4. CRS-iEclat Login Page 

 
 

 

 
Figure 5. Processing and dataset selection to be analysed 

 

 



 
 
 
 
 
 

 
Figure 6. Diffset process is in progress 

 

The performance of 2 dense datasets is measured based upon the formula in (1).  The example of 

percentage of reduction ratio of execution time (ET) in 𝐵 as compared to execution time (ET) in 𝐴 is 

calculated based on (1) that determines the outperform percentage of 𝐵. 

 

(ET 𝑖𝑛 𝐴)−(ET 𝑖𝑛 𝐵)   x 100%               (1) 

    ET 𝑖𝑛 𝐴 

 

We reveals the experimentation with only taking 50% min_supp threshold for iEclat engine whereas in 
CRS-iEclat, we take 30%, 40% and 50% of min_supp, min_conf and max_supp value respectively that 

we have tested for only 3 algorithms which are diffset, sortdiffset and postdiffset algorithms since tidset 

algorithms consistently to response in highest execution time both in iEclat as well as CRS-iEclat engine. 

Figure 7 plots the graph of full chess dataset running in iEclat algorithm and the proposed CRS-iEclat 

algorithm. The CRS-iEclat outperforms iEclat engine in chess for diffset with 99% while in sortdiffset 
and postdiffset it shows 100% outperformance towards lesser execution time. Meanwhile, CRS-iEclat 

outperforms iEclat in diffset, sortdiffset and postdiffset with 54%, 66% and 79% respectively for 

mushroom dataset. 

 

 
Figure 7. Evaluation of ET between CRS-iEclat Vs iEclat engine 

 

6. Conclusion 
The research proves that the more increment in itemset (column) resulting in the more usage of memory 

as compared to the increment of records of transaction. This is due to the increment of itemsets produces 

the higher cardinality of intersection between each item that needs to be conducted in vertical mining. 

 



 
 
 
 
 
 

That is why the much higher execution time can be seen in chess despite mushroom dataset.  Our work 
also confirmed that when CRS measure is adopted in the filtering of support-confidence of our iEclat 

model, the execution time has drastically reduced. Either iEclat or CRS-iEclat engine, the performance 

of both engines is actually depending upon the nature of dataset itself when testing in diffset, sortdiffset 

and postdiffset algorithms. However, both engines conform that among these 3 algorithms, postdiffset 

outperforms other 2 algorithms by certain order of magnitude in all selected datasets.  This research has 
proved that with CRS used as the value-added interestingness measure and filtering (pruning) in original 

iEclat engine, the performance is significantly improved in mining of infrequent itemsets. For our future 

work, we would test this CRS-iEclat model for frequent itemset especially to cater for big data retrieval 

[27] and try to improve the issues of data extraction using method in [28] for the Aedes mosquito eggs, 

our academic-industry collaborator grant. 
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